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MCP - Master Caution Panel


MCP provides the Joint Forces Air Component Commander (JFACC), JFACC staff, and Air Operation Center (AOC) personnel with an automated alert system to understand how failures and degradations in critical C2 systems affect the AOC mission. It identifies ways to circumvent and correct those problems, and recommended courses of action to ensure continued effective planning, assessment, and execution of an expeditionary air campaign. MCP reduces AOC support requirements by providing the right information at the right time to the right people.





�





JFACC/AOC CREW BENEFITS�
MCP FEATURES�
�
JFACC and AOC crew maintain system situational awareness in near-real-time and can quickly and accurately prioritize and respond to IT resource problems as soon as they occur: �
Monitors the AOC IT enterprise


Provides centralized, standard reporting


Correlates IT resource problems to related AOC crew tasks (documented in the AOC Functional Decomposition)


Notifies affected personnel of the impacts


Provides recommended courses of action to fix the problem


Provides recommended courses of action until problem is fixed�
�
AOC personnel can easily adjust to changing AOC environment �
Create and deploy new resource monitors


Redeploy monitors to fit a new IT configuration


Create new executable scripts to detect and warn of new IT resource problems


Modify existing scripts to better detect symptoms and root causes


Delete and create  AOC tasks 


Change correlations between AOC tasks and IT resources�
�
Aid in management of system administration and operator IT-related workload.�
Organize users into groups and roles based on AOC organization


Forward problem information, impacts and courses of action only to the affected AOC crew members based on their group/role


Reallocate crew tasks among groups/roles�
�
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MCP DESIGN





MCP is a Java 2 Enterprise Edition (J2EE) distributed command and control weapon system monitoring tool. MCP also combines two industrial standards, Jini distributed computing framework and IBM’s Bean Scripting Framework allowing a new capability of scriptable Jini Services within Theater Battle Management Core Systems (TBMCS). An Oracle-based Knowledge Management System (KMS) stores AOC crew tasks, IT resource information, groups and roles, and the interrelationships among tasks, groups/roles, and IT resources. The KMS also stores executable scripts that tell resource monitors to capture particular data and look for certain patterns; the KMS applies business logic to monitor output, and generates applicable warnings and information for appropriate AOC crew.





Qualified users can change MCP monitor behavior by changing or adding executable scripts stored in the KMS. They can also deploy monitors as required to support new AOC systems or changes in AOC configuration.





Clients are designed specifically for particular AOC crew groups/roles, and receive only necessary information (determined by the KMS from its stored business logic).�
�





MCP consists of various Clients tailored to specific users; Monitors that extract and process data from AOC IT resources; and a Knowledge Management System that stores AOC information and organizes MCP operations. The KMS consists of a Knowledge Base and Client Manager: the Client Manager in turn consists of an Alert Manager, Status Manager, and Message Manager. In the future, the Knowledge Manager will provide more sophisticated analysis and response capability.�
�
SCHEDULE





MCP Version 2.0: February 2003 (AFRL)


IP Network Monitoring


TBMCS Application & Database Monitoring (TAP)


Mapping of selected Plans Division faults


Visualizations for teams, Team Chiefs, system administrators, AOC Director, JFACC


MCP Version 2.1: April 2003 (AFRL & C2TIG)


Additional Plans Division application monitoring and faults


Basic host and network monitoring


Correction of v2.0 problems�
AT MCP Version 1: November-December 2003 (AFRL & C2TIG)


Mapping of remaining known Plans Division faults


Deploy/modify monitors throughout all AOC divisions


Conversion to J2EE architecture


AT MCP Version 2—August 2004 (AFRL & C2TIG)


Mapping of faults in all AOC divisions


Mapping of emerging problems from C2TIG/Rome


Auto-discover a computer’s role in the AOC


AT MCP Version 3—January 2005 (AFRL & C2TIG)


Resolution of problems


Mapping of additional faults�
�
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