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It is shown in this paper that the Model Based Parameter Estimation (MBPE) technique can be used effectively as a model abstraction technique to interpolate/extrapolate narrowband system responses.  The information can be either theoretical computed data points or measured experimental data over a band.  For theoretical data extrapolation or interpolation, the sampled values of the system function and, optimally, a few of its derivatives have been used to reconstruct the function.  For measured data, only measured values of the function are used as measured values of the derivatives are too noisy.  MBPE assumes that the system function of interest depends on frequency and, consequently, can be expressed as a rational function of two polynomials.  The problem is to determine the order of the polynomials and the polynomial coefficients.  The method of Total Least Squares (TLS) has been used to solve the resulting matrix equation involving the coefficients of the polynomials.  Some typical results have been presented to show that reliable interpolation/extrapolation can be done for various system responses.
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	Asymptotic Waveform Evaluation (AWE) is an extrapolation approach which provides a reduced order model of a given linear system with respect to specific values of the system parameters (frequency, angle, etc.).  For example, AWE permits the prediction of the frequency response from a few frequency calculations and can also be extended to allow monostatic radar cross section (RCS) pattern prediction using again a few pattern values thus eliminating a need to resolve the system when an iterative solver is


used.  To obtain a larger frequency or angular region of extrapolation, the moments of the expansion are then mapped to a rational function (Padè approximation) of the system parameter. 


	AWE has already been successfully used in VLSI and circuit analyses to approximate the transfer function associated with circuit networks .  Burke et al. also used a similar method called Model Based Parameter Estimation (MBPE) which is identical to AWE in nature.  The AWE technique has futher been applied for Finite Element Method (FEM) simulations for an efficient analysis of dielectric waveguides.  In addition to these applications, AWE can be incorporated to Method of Moments (MoM) for the purpose of fast RCS frequency response or pattern fill computations.  Similarly, an implementation of AWE in connection with hybrid finite element/boundary integral (FE/BI) techniques can be employed to carry out broadband frequency computations for the antenna parameters.  In particular, AWE can be utilized for filling-in unknown sectors of data or bad data needed for system simulations and design.


	In this presentation, the principles of AWE will be first reviewed as applied to EM problems.  We will then investigate the implementation of AWE in conjunction with MoM and FE/BI techniques for rapid frequency domain data extrapolations.  Specifically, we will emphasize use of AWE in designing antennas simulated with the hybrid FE/BI method.  Moreover, monostatic pattern fill applications will be examined in case of an iterative solvers.  Comparative plots and CPU timings for the exact (MoM and FE/BI) and AWE solutions will be presented to demonstrate the performance of AWE implementations in terms of accuracy and computational efficiency.
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Large, complex systems of simulation systems typically cannot afford to incorporate highly detailed models of physics, as these are too costly for interactive computation.  For example, a simulation of an aircraft design for multidisciplinary optimization may use a single quantity to compute the radar cross section of a target as a function of range, while ignoring its dependencies on target orientation and complex scattering geometry and materials.  Although very accurate codes exists for these calculations, they require hours to compute the results. Model abstraction is a formal approach to resolving the dilemma of choosing between modeling accuracy and run-time.  In this paper we present an approach to model abstraction for phenomenology codes that is based upon the theory of Kalman filtering.  





The Kalman approach employs two distinct stochastic models: the system model and the measurement model.  The former describes the dynamics of the system under investigation using a state-space representation.  The latter relates the system space to quantities of interest to the user. The Kalman formalism computes both the transformed state and its error covariance matrix.  For the case of model abstraction, we base the system model upon a large-scale legacy code.  The measurement model then transforms the derived state-space representation into quantities that are used by other models within the simulation system framework.  The error covariance matrix expresses the degree to which the accuracy of the Kalman surrogate matches that of the original code.  The Kalman-based surrogate is less complex than the original code and its accuracy relative to the original code is known.  An automated procedure for migrating a complex, legacy system to a Kalman surrogate model is being investigated using the ADIFOR code differentiation system of Rice University.  Using internal compiler transformation techniques, we obtain an abstract syntax tree and symbol table for the original complex model.  The Kalman system and measurement models are then expressed as derivatives with respect to the state and measurement variables.  The new models are then used to propagate the state vector and covariance matrix of the surrogate and to transform these to quantities needed by other codes.  We close by presenting early results from an experiment using this technique to host a surrogate for a complex electromagnetic simulation code within an HLA federated system.
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The hierarchy of models, as a conceptual framework, is a sound idea.   The ultimate plan is for models and simulations at the various levels in the hierarchy to be able to be reused and interconnected with models and simulations at other levels in the hierarchy.  The idea stems from their very natural desire to increase the level of fidelity (read: accuracy) in these higher-level simulations by incorporating the accuracy of the detailed models. Most efforts to date that have endeavoured to increase realism have done so by coupling existing detailed codes; also known as “model integration.” 





However well-intentioned, model integration as a way of increasing realism is not, in our opinion, the answer.  A better approach would not involve connecting the detailed code(s) with the aggregate simulation, but rather capturing the essence of the detailed codes into a form that’s compatible with the aggregate simulation (in terms of level of complexity), and connect that version. This is the field of research called Model Abstraction.  This paper briefly describes the concept of Model Abstraction, and some prototype applications of Model Abstraction Techniques.
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Wargame design is a difficult process.  Accurate modeling of war by inputting all the various factors that impact the results is currently implausible.  The inputs of the varying mental state (morale) of the sharp end and their officers, and the varying requirements of the political processes of the nation-states at war and their potential supporters currently cannot be modeled in a detailed manner.  Good models must be designed by identifying the centers of gravity of a scenario, and the levers and fulcrums that have the most leverage for moving those centers of gravity.  The good models can be improved by incorporating into their algorithms the abstracts of more finely detailed models, at least for non-human in the loop systems.  In order to develop a good model of large combat/ combat support unit responses to stimuli, one can use an abstracted historical response surface, which runs the risk of missing the impact of different tactics, training levels, morale, opponents, et cetra, or one can abstract that response surface from performance in training (with its own assumptions), or a mix of the two processes.  Producing a good model of a small unit’s responses could be developed by abstracting the individual response surfaces from training exercises.  In this manner, appropriate scale models of generalized or specific (A company, 183rd Infantry, 40th Mechanized Division or 174th Tactical Fighter Wing) units could be developed to meet a variety of simulation needs with improved responses, leading to higher fidelity simulations.





Abstracting response surfaces from training could facilitate the development of models of specific small military units.  The response surface would inherently capture the combined effect of morale, training, equipment, tactics, etc.  In this manner, appropriate specific unit models (A company, 183rd Infantry, 40th Mechanized Division or 174th Tactical Fighter Wing) could be used as the basic building blocks to improve the modeled response general purpose aggregate units (battalions, divisions, and armies).


