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ABSTRACT

Joint Synthetic Battlespace for Decision Support (JSB-DS) is a developing set of concepts and an affiliated prototype environment with a goal of investigating the nature of decision support within a Command and Control (C2) context.  To date, this investigation has focused on processing raw operational data into decision quality information and then presenting that information in a format that is useful and intuitive to a decision maker.  The JSB-DS prototype was developed to support experimentation involving visual representation of, and interaction with, operational information.  JSB-DS’s prototype environment utilizes mission level battlefield simulations as a means to investigate decision and visualization aids with respect to situation awareness and reduction in decision timelines.  These distributed simulations support dynamic re-tasking of Intelligence, Surveillance and Reconnaissance (ISR) and airborne strike assets within a Time Critical Target (TCT) prosecution vignette.  The JSB-DS environment can serve as a basis for testing C2/TCT processes, procedures and training.  
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1 INTRODUCTION

Within the Command and Control (C2) arena, military commanders have long desired sufficient timely battlefield information to allow them to make rapid, high quality decisions.  Recent increases in asymmetrical warfare, and the likely continuance of this type of conflict, is changing the way the USAF must conduct operations.  Timelines between target detection and prosecution have been drastically compressed by an increasing use of high value, mobile enemy assets such as Theater Ballistic Missiles (TBM’s).  Current Air Operations Center (AOC) processes have not proven capable of staying ahead of such high paced tempos.  These processes and support systems were designed to maintain a military operational tempo based roughly on the order of 72 hours.  Portions of this timeline have now been reduced to singe-digit minutes for successful destruction of highly mobile targets.  Science and engineering have endeavored to meet this requirement with a myriad of sensors and technologies.  As a result, modern technology has succeeded in making it possible to acquire and deliver incredible amounts of data.  Unfortunately, valuable information is frequently buried in an escalating glut of raw data, rendering it invisible and unusable.  Research is now being conducted to identify processing and visualization techniques that render available data into proper content and format to meet decision makers’ end-goal of timely, actionable information.  
The Joint Synthetic Battlespace for Decision Support (JSB-DS) environment was created to continue investigations into technology applications that augment and accelerate a decision-maker’s capabilities.  These technologies correlate up to date friendly and hostile data, identify and intelligently rank options for applying available, or re-applying currently tasked, assets to high priority targets, and presenting situational information and ranked options to decision makers in formats that can be quickly assimilated.

2 BACKGROUND

A 1995 vision statement for Air Force Modeling and Simulation (M&S) highlighted a need for a Joint Synthetic Battlespace (JSB); an environment wherein warfighters could train and exercise on their real-world equipment while immersed in a realistic contingency or wartime environment.  While various instantiations of JSB’s have been demonstrated since those early days, little attention has been given to technical underpinnings implied by such a virtual testbed.  To that end, AFRL is developing and prototyping a concept entitled the Joint Synthetic Battlespace for Research and Development (JSB-RD).  
JSB-RD is an environment that employs a generic system-of-systems approach and implementation to create a reconfigurable virtual testbed.  This testbed is designed to support problem solving within numerous technical domains, including analyses of military worth of existing and proposed weapons systems, studies of impacts and benefits of various force structure mixes, studies of effects resulting from changes in policy/doctrine and/or rules of engagement, and development and testing of advanced operational concepts.  Additionally, the JSB-RD test bed is designed to support users within existing technical disciplines and deployment cycles; including R&D, analysis, system acquisition, test and evaluation, and potential operational deployment.  
Although a number of instantiations of JSB-RD have been developed over the years, this paper’s focus will be on JSB for Decision Support, that is, JSB-DS.  Initially titled “Real Time Decision Support System (RTDSS)”, JSB-DS began in FY01 and was funded by the Defense Modeling and Simulation Office.  The task’s objective was to develop a distributed real-time decision support environment for future commanders, staffs and warfighters.  JSB-DS is an environment consisting of simulations, decision aids and awareness aids that are intended to provide a multi-level, fused, intuitive representation of an operational environment from a C2 perspective.  JSB-DS concepts emphasize the collection, processing and presentation of decision-quality information within challenging real-world contexts, such as demonstrating an ability to dynamically re-task assets during mission execution.  Additional high-payoff areas of investigation include the presentation of visual comparisons between planned and actual mission parameters for ongoing missions, advanced information visualization and related technologies, and distributed concurrent operation and information sharing.   

The current JSB-DS environment prototype provides situation awareness and supports dynamic re-tasking of blue ISR and strike assets for TCT prosecution as a means to evaluate embedded decision and visualization aids.  This system was developed for conducting experiments involving the visual representation of, and interaction with, operational information.  It can serve as a basis for testing C2/TCT processes, procedures and training.  The JSB-DS represents initial research into how existing distributed simulation, decision aid and visualization technologies can be combined and exploited to compress the time required to find, fix, target, and engage TST’s into single digit minutes.  As a byproduct, this research is also expected to provide improvements in manpower loading.  Models included in this environment include an AOC model used for initial Air Tasking Order (ATO) distribution and decision support in tasking/re-taking assets, an event-based mission-level modeling system used to simulate all synthetic battlespace entities, and an interactive interface and visualization environment providing the complete human interface for the overall environment.

3 Approach and Methodology

The approach and methodology to JSB-DS construction was to integrate a distributed testbed to allow a flexible, robust modeling framework supporting various levels of complexity and fidelity.  Additionally, distributed processing allowed compute-intensive segments of the overall simulation, such as graphics rendering, to execute on separate systems; resulting in overall efficiency gains.  To provide interconnection between these distributed components, the High Level Architecture (HLA) was selected and employed.  HLA was chosen based on the extensive capabilities provided by the HLA Runtime Infrastructure (RTI).  Each of the distributed components which made up this environment supported various HLA interfaces prior to integration.  After selecting HLA, a data flow analysis was performed to determine required transferred-data content and format to support task goals.  From these requirements, a Federation Object Model (FOM) was developed to implement required data flows.  Each federate was then modified to support this FOM and to migrate to a common RTI vendor and version.

4 System Architecture

As noted earlier, a distributed architecture was selected for this task.  This architecture facilitated independent development of each required service and provided an easy mechanism for re-use of any or all components within a task.  To create this architecture, three separate tools were chosen: a distributed DoD modeling system – “SUPPRESSOR” – that determines cause-and-effect for the synthetic force elements within the scenario; an AOC TCT Cell model – “AOC model” – that automates all planning, route development and tasking orders needed to prosecute TST’s; and a specialized Visualizer and human interface tool based on JVIEW, a government-developed Java-based rendering package.  While not adding explicit application level functionality to the JSB-DS environment, HLA was used to provide necessary mechanisms supporting information distribution and overall event and time management.  The system architecture, model composition and primary data flows for the task are presented in Figure 1.

5 System Design

As shown in Figure 1 on the next page, the overall system was divided into four logical segments: a friendly (“Blue”) asset tasking model, a battlefield simulation, a user interface, and a Common Operating Picture (COP) knowledgebase.  A brief description of each segment follows within this section.  A detailed discussion of the distributed simulation environments is provided in later sub-sections.

For battlespace entity modeling, SUPPRESSOR was selected.  The acquisition community is the primary user of SUPPRESSOR, where it is used to perform evaluation and analysis related to new weapon system capabilities and planned weapons system upgrades.  This simulation system can be operated both as an HLA federate and in a standalone configuration.  SUPPRESSOR scenarios have been developed to support a variety of mission level studies.  
[image: image1]To incorporate a TCT Cell planning functionality, the AOC model was selected.  This model provides basic TCT Cell planning functionality, an air asset routing capability via the (captive) ORCA Planning and Utility System (OPUS) route-planning tool, a rule based decision support system, and an ability to communicate asset tasking to a mission simulation system.
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The Visualizer tool provided a full complement of visualization and human interface functionality.  This custom application displayed two-dimensional “god’s eye” situational awareness views and three-dimensional reference views of evolving battlefield conditions.  Using this tool, friendly assets and target specific icons were superimposed and animated on NIMA CADRG and DTED maps.  The rendering capabilities of the Visualizer were wholly derived from the usage of a government-developed general purpose drawing engine, JVIEW.  The Visualizer also provided all system- human interfaces through various displays, frames, and graphical “widgets” that users could interact with via standard input devices (e.g., keyboard and mouse).

The COP knowledgebase was not an actual system.  Rather, it was a logical construct composed of scenario information, the aggregate of data and control files required by each of the three simulation environments, and all dynamic data transferred in real-time between these environments.  Some of this data was located in permanent storage, such as Air Operations DataBase (AODB) contents and environment-specific data and control files.  Much of the knowledgebase was transitory, containing COP data that was valid only during a particular federation execution.  During federation execution, the Visualizer environment collected information via HLA within a temporary database.  The rendering engine queried this database to generate visualizations of a COP for a given simulation time.  The Visualizer was capable of requesting and rendering data for any time between scenario start and current simulation time, allowing a decision maker to move forward and backward in time; reviewing past events in order to identify and examine trends.  While only a simple aggregation of information, the COP knowledgebase proved a very useful concept, emphasizing the commonality of data shared between the three environments.

6 Scenario

The scenario for this effort involved a defensive airspace over Iowa, (99W, 40N) to (90W, 44N).  In cooperation with the 133rd Test Squadron (located in Iowa) and their Subject Matter Experts (SME’s), we were able to obtain realistic scenario files describing a potential airspace within the region in order to test our environment.  The 133rd staff provided data on friendly and enemy assets and targets, including locations, descriptions and associated missions, and was available to verify environment outputs and validate results.  In addition to the fixed-site “known” target list, a mobile Surface-to-Air Missile (SAM) system was added to the scenario, providing an impetus to invoke AOC TCT Cell functionality.

The scenario was created to promote a variety of interactions between real-world elements and mission level simulation virtual elements.  Real-world elements included ground-based Early Warning (EW) Radars, F-16 aircraft, and Battle Control Center (BCC) personnel functioning as controllers.  Computer generated elements corresponded to a wide variety of ISR and strike assets, including AWACS, Rivet-Joint, JSTARS, Global Hawk, Predator, A-10, F-15, and F-16 aircraft.  The scenario itself focused on the prosecution of a small-scale conflict.  Simulated friendly offensive strike “packages” were launched to perform interdiction against known enemy airbase and air defense assets, while real and simulated defensive packages performed Combat Air Patrol (CAP) mission.  Concurrent with those missions, simulated ISR assets flew fixed orbits and provided real-time data feeds on enemy activities.  During scenario execution, two enemy aircraft ingressed into friendly airspace and were detected by EW radar systems.  CAP aircraft (live-fly) were then re-tasked by the BCC controllers to intercept and engage.  At roughly the same time that enemy aircraft were detected, Rivet-Joint detected and located a SAM threat that had intruded into friendly ground-space and was within range of planned interdiction mission routes.  A list of available assets (CAP and assigned interdiction missions) was displayed so that a human controller could select an asset for use against the pop-up threat.  This list was rank ordered based on range to target, maximum air speed, current fuel level, and weapon load.  A route was then automatically generated from the selected asset’s location to the “pop-up” threat and that package was re-tasked to destroy the threat.  Throughout the scenario, enemy threat systems were configured for autonomous operation and fired on any blue aircraft coming within range.

Each of the three simulations systems within JSB-DS required various specific representations of scenario information, typically within files with tool specific formats.  Support files for the Visualizer consisted primarily of CADRG maps and DTED information for the scenario’s geographic areas.  The AOC model required initialization files detailing the available friendly assets, targets and local threat weapons systems.  The AOC model additionally required configuration files for its captive applications (e.g., OPUS).  These files contained initialization data describing areas such as threat capabilities and route planning templates.  The SUPPRESSOR simulation environment required several tool specific scenario databases.  The first of these, the Scenario DataBase (SDB), described the various friendly assets and hostile targets.  The second, the Tactical DataBase (TDB), described the basic tactics and functionality for entities within the battlefield simulation; including interrelationships between various elements, such as weapon systems’ C2 hierarchies.  
7 Distributed Simulation Environments

7.1 SUPPRESSOR Environment

The SUPPRESSOR environment is an HLA compliant, event-based mission-level modeling system that was used to simulate all JSB-DS synthetic battlespace entities; known as players within SUPPRESSOR.  Within the JSB-DS federation, SUPPRESSOR maintained the causal relationships between all players’ actions and any simulation-wide resultant effects.  This was accomplished by modeling each player’s behavior and actions (e.g., movement, weapons fire) and then evaluating all corresponding results (e.g., end-game determination).  While executing, SUPPRESSOR periodically updated the location and status of each player, continually exporting a current view of the evolving battlespace to the other federates.  For JSB-DS, SUPPRESSOR dynamically accepted friendly asset tasking, flight paths and re-tasking from external federates.

Internally, SUPPRESSOR utilizes the definitions of player capabilities, such as sensor range, field of view (FOV), and compatible munitions types, to form overall descriptions of player behavior within the synthetic environment.  These descriptions are contained in the SDB and TDB files in SUPPRESSOR specific formats.  As noted earlier, the TDB is concerned with each type of player’s capabilities and behaviors.  The SDB defines the players that are present within a scenario and selects each player type; thereby associating instantiated players with their correct capabilities and behaviors.  SUPPRESSOR then uses an event-based simulation engine to move forward in simulation time.  Random draws are performed and compared to the appropriate pre-determined probabilities of success (e.g., Probability of Kill [Pk]) to resolve player actions against possible outcomes.  As actions are taken, SUPPRESSOR reports the corresponding results to other federates using HLA object classes and interaction classes.  Object classes are used for periodically updated persistent data such as player location, airspeed, heading, and fuel level.  Interaction classes are used to contain information for asynchronous events such as weapon launches, detonations, and death-events for players.  Interaction classes are also used for flight path and target assignments for tasking and re-tasking friendly assets.

For JSB-DS, logic within the SUPPRESSOR federate waits for the presence of a federate that identifies itself as “AOC” prior to beginning time advancement.  This is done to guarantee that certain dynamic information that must be common and known to both simulations is exchanged prior to time advancement (pre time 0.0) – in essence “outside” of time.  Examples of this type of information are names and designations of aircraft within the scenario.  After beginning execution, the SUPPRESSOR federate joins the federation, announces its presence using HLA federation ambassador calls and then awaits notification that the AOC federate has likewise joined and announced its presence.  Since no timeout is currently enforced, the SUPPRESSOR federate will wait indefinitely for the AOC federate to be available.
7.2 AOC Model Environment

The AOC Model environment provides a capability to generate friendly asset tasking and aircraft route information.  This model accomplishes these tasks by a combination of direct application and GUI code and special purpose embedded commercial applications that perform optimized route planning and automated data fusion / decision processing.

The optimized pairing of assets and targets is accomplished automatically within the AOC model; based on a number of key interrelated characteristics, such as asset capabilities and target priority.  This evaluation is accomplished via the embedded Bayesian-network based decision support module DISE which utilizes the Netica commercial toolset.  This toolset provides an API allowing user applications to create and manipulate belief networks (Bayesian) for a variety of “reasoning” purposes.  The DISE tool uses these networks to rank-order asset-target pairing assignments based on multiple criteria; including asset capabilities, fuel levels, maximum air speed, weaponeering, and target priority.  Other federates, such as a visualization tool, can dynamically request assessments for particular targets during distributed operation.  This is accomplished by sending an HLA interaction that provides target identification to the AOC model.  The DISE tool creates a ranked list of viable candidates for target prosecution and returns this list to the requesting federate, again using HLA interactions.

Optimized route planning is accomplished via an embedded interface to the OPUS.  This operations quality tool accepts data on all asset-target pairs along with known threat systems’ characteristics and then computes optimal routes that balance avoidance of risks presented by threats with target priority and other mission criteria.  The developed route for each mission is then returned to the AOC model for further processing.  Note that there is an inherent correlation requirement between the AOC model (implicitly OPUS) and a mission level simulation for characterizations of assets, munitions, and threat systems.  For example, a ground-based threat within must have the same range in both OPUS and a mission level simulation for valid route computation.  The AOC accesses OPUS capabilities through an OPUS standard interface.  Since this interface is non-HLA, it is invisible to the remainder of the JSB-DS federation.  Other federates, such as a GUI, can dynamically request route calculation for a specific asset-target set only through the AOC model.  This is accomplished by sending an HLA interaction that provides asset and target identifications to the AOC model.  The AOC model then uses OPUS to construct a route from the specified asset’s current location to the specified target location.

When routes for all missions are available, the AOC model assembles a set of orders, similar in content to an Air Tasking Order (ATO), which is sent via HLA interactions to a mission level simulation capable of executing those missions.  Note that in the case of a single route requested by another federate, the set of orders will contain only a single entry.  Once a set of orders has been sent, the AOC model expects periodic updates (via HLA) from the simulation system.  These updates must provide information on asset identifications and asset status, for example fuel level, so that continuing “reasoning” has current information for developing ongoing assessments.

As with the SUPPRESSOR federate, the AOC federate waits for the presence of a federate that identifies itself as “SUPPRESSOR” prior to beginning time advancement.  This is done to guarantee that certain dynamic information, such as aircraft names and/or designations, is common and known to both simulations prior to time advancement.  After beginning execution, the AOC federate joins the federation, announces its presence using HLA federation ambassador calls and then awaits notification that the SUPPRESSOR federate has likewise joined and announced its presence.  Since no timeout is currently enforced, the AOC federate will wait indefinitely for the SUPPRESSOR federate to be available.  
7.3 Visualizer Environment
The Visualizer environment provides a single interface point between the JSB-DS environment and human operators.  Current JSB-DS federations typically utilize only a single instance of this interface.  However, the Visualizer was specifically constructed for distributed applications and several instances could be present to allow remote collaborative viewing and control of the environment.  Within the context of providing information to human operators, the Visualizer has the capability to read and record static and dynamically changing data and then to create two and three-dimensional displays from either the incoming data stream or recorded data playback.  The rendering of this data is generally some combination of application-specific symbology and two/three-dimensional image models superimposed on NIMA CADRG and DTED maps.  Within the context of accepting information from operators, the Visualizer accepts various forms of inputs, primarily via keyboard and mouse.  These inputs serve two related but distinctly different purposes.  First, inputs can be focused toward refining and selecting specific views to be rendered; for example, selecting a view for display on the larger central viewport from all available views or zooming in/out on the central viewport’s image.  Second, data from operator inputs can be passed to other HLA federates via the HLA RTI, allowing the Visualizer to fulfill its mission as a complete human interface.  For JSB-DS, the Visualizer served as the sole human interface to operators/decision makers.  The Visualizer rendered all imagery and textual data and accepted operator inputs for display control and for accessing capabilities provided by other federates.  Specifically, queries for ISR and strike options were sent to the AOC model to dynamically create lists of available assets ranked by their appropriateness for selected tasks.  The results from these queries were returned to the Visualizer and dynamically updated on the output displays.  In a similar fashion, the Visualizer provided the means for operators to cause dynamic asset retasking, with operator selections causing the AOC federate to retask assets within the SUPPRESSOR federate’s ongoing battlespace simulation.

Below in figures 2 through 5 are four different views that operators can invoke when working within the current JSB-DS environment.  Any of the viewports along the left and right edges of the viewing area can be maximized and brought to central view by clicking on that particular viewport.  Such selections happen immediately as the Visualizer is updating the screen.  While experience shows that an operator primarily interacts with the central view, the Visualizer supports interaction with any of the viewports present; allowing each component to act and react correctly.  Figure 2 shows a two-
dimensional view of the battlespace in the central view, with secondary viewports providing information sheets in their smaller viewports.  Figure 3 shows an example of a recommended retasking list and other pertinent ATO information regarding the mission in the central view.  Figure 4 contains a three-dimensional view of the airspace from a viewport attached to one of the friendly aircraft.  
The selection of viewpoint can occur dynamically based on operator inputs and can include a “tethered” view from moving assets or a fixed view from any point in space.  Figure 5 also provides a three-dimensional view from a specific point in space, focusing on one specific aircraft.
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The JSB-DS Visualizer is a custom application written using the JView API.  JView, a United States Air Force (USAF) product, is a Java-based rendering engine based on the OpenGL standard that seamlessly supports two and three-dimensional image rendering.  As a Java and OpenGL based support system, JView – and consequently the JSB-DS Visualizer - offers excellent platform independence and portability.  JView additionally provides primitives for accepting user inputs, which are used extensively within the current Visualizer.

8 A Distributed Architecture

The distributed architecture developed for this study readily supported the integration of three HLA RTI distributed environments, including a mission level simulation, a C2 simulation, and a human interface/visualizer.  The overall architecture, however, was designed to support these and many other types of services; such as data fusion engines and analysis packages.

For the current JSB-DS instance, the transfer of data and information flow to and from each federate within the JSB-DS environment is shown in Figure 6.  To begin the process, SUPPRESSOR (mission level simulation) provides an initial list of all known targets, aircraft, and entities to the other federates.  The AOC model (C2 simulation) then creates an initial set of orders, corresponding in content to an ATO, that describes all missions to be flown within the current simulation execution (typically for one day).  These orders are then executed within the battlefield simulation inside the SUPPRESSOR federate and rendered for operators/decision-makers by the Visualizer.  The Visualizer allows operators/decision-makers to request a retask or recommendation list, with that request being sent to the AOC federate.  The AOC federate utilizes its “reasoning” capability to satisfy these requests; providing lists of prioritized asset information for the Visualizer or orders for SUPPRESSOR assets to execute.  The Visualizer additionally supports “drill down” into additional information available for each of the objects in the battlespace.  As noted earlier, other environments could be added to replace existing capabilities or to perform related or new unique functions.  The ability to add other environments, however, is subject to normal HLA requirements issues.  For example, new federates may require modifications to be compatible with the existing JSB-DS FOM, or alternatively, the existing federates could be modified to support a different FOM.  
9 Future Development

Typically, when simulation environments are assembled, they are outfitted toward a specific purpose.  Once the experiment is concluded, they simply get “put on the shelf”, deeming themselves useless.  AFRL/IFSB has been involved with constructing JSB’s or reconfigurable virtual testbeds for the last several years.  Although each experiment was constructed with a specific focus in mind, each has provided us a leave-behind that could survive long after the conclusion of the experiment, or be tweaked and massaged in order to serve another objective.  The history of the JSB experiments is eloquently summarized in a recent article within Horizons Magazine titled “Joint Synthetic Battlespace for Research and Development” [1].

In [2], General John Jumper, CSAF, reflects the need to, “…create a synthetic battlespace for C2….”  In [2], Brig Gen James W. Morehouse states the goal of Distributed Mission Operations is to use synthetic environments (mix of live, virtual, and constructive) for support to operations.  With that in mind, the next iteration for the JSB-DS, referred to as Joint Synthetic Battlespace for Research and Development (JSB-RD), will be operationally focused toward C2 processes and decision support.  The intent is to develop the simulation environment within the context of operational systems.  The operational systems will define the interface requirements between the systems; as well as message formats, file formats, etc. that the simulated systems may need to generate.  In the past, technologies that were developed were tested within a simulation environment.  These environments would be constructed toward the specific purpose of testing the technology.  Only those systems (built for simulation purposes) that were absolutely necessary to test the technology were included.  This would result in what we would consider an incomplete environment for C2 processes.  Once the capability (or technology) was proven, the transition stage to integrate the new technology with operational systems was (and is) cost intensive.  The ability to test enabling technologies within an operationally focused simulation environment dramatically reduces the cost of transitioning the technology.
Due to its reconfigurable nature, the JSB-DS will be used as a starting point to form the core for JSB-RD.  Our goal is to utilize the components that currently exist in JSB-DS, and to integrate and interface operational and simulated components required to complete our core environment.  This environment is in its design stage.  Currently, AFRL and its associated contractors are teaming up to collect requirements to support the testing of various technologies being developed within AFRL/IF.  We found that, unanimously, the scientists and engineers were more interested in developing their technologies than they were in attempting to establish an environment within which to test them.  Clearly, a simulation environment such as this was lacking, and has proven to be a much needed commodity and has received culminating support from its anticipated users.
As previously stated, the JSB-RD will form from the original components of JSB-DS.  SUPPRESSOR will provide the aircraft and targets, and the viewer application will continue to develop to enhance data representation and to include the newly introduced information.   However, the AOC model will be replaced by a less rigid module that will provide the same type of data to the environment as did the original model.  HLA will continue to serve as the backbone for the simulation.  In the interest of space, the remaining components of the environment that have been discussed thus far in the design stage will not be detailed within this paper.  Instead, a most self-explanatory Figure 7 below displays a first-cut at the design of the experiment, and the data flow in and out of the simulation environment as it connects to the operational systems that we have chosen to included as a part of this experiment.
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10 Conclusions

This effort served as a proof-of-concept, integrating a prototype distributed architecture that allows greater exploration into C2 decision support and situation awareness visualization.  This prototype employs flexible simulation environments that operate cooperatively as HLA federates or individually as standalone systems.  With this integrated prototype, it was possible to create and test visualization and distributed processing techniques and concepts within a representative C2 decision domain.  We were also able to explore methods of incorporating decision aids into the TCT function, along with associated ramifications to displayed information and available human interfaces.

In its current form, the prototype represents merely a starting point.  This task’s research and resulting prototype serve as excellent first steps, but there is great deal of further investigation and development required to turn this technology into a disciplined science.  The flexibility of the environment provides mechanisms for “tuning” the embedded capabilities to investigate focused application areas.  For example, small modifications could allow the existing prototype to support continued examination of either or both of the visualization and decision support technologies.  Alternatively, additional distributed tools can be integrated to provide extended functionality or increase the depth of study possible in the supported areas.  In either case, extensive experimentation is possible in identifying and implementing human interfaces that deliver easily comprehensible situation awareness data in a form that is actionable.  Likewise, exploration is both possible and needed into creating decision aids that truly reduce workloads by automating relevant portions of C2 tasks.  Such technology holds the promise of reducing decision timelines, improving the quality of decisions, and reducing manpower requirements throughout C2 centers.
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Figure � SEQ Figure \* ARABIC �1� – Detailed Prototype Architecture





Figure 7 – Components of the JSB-RD




















Figure 6 - Inflows and Outflows of Components
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Figure 2 – 2D View of the battlespace with trails





Figure 3- Retasking Recommendations and Information





Figure 4 – 3D View of battlespace with trails	                          Figure 5 – 3D View attacked to aircraft
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